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Abstract: The nitrogen isotropic hyperfine coupling constant (hcc) and the g tensor of a prototypical spin
probe (di-tert-butyl nitroxide, DTBN) in aqueous solution have been investigated by means of an integrated
computational approach including Car-Parrinello molecular dynamics and quantum mechanical calculations
involving a discrete-continuum embedding. The quantitative agreement between computed and experimental
parameters fully validates our integrated approach. Decoupling of the structural, dynamical, and
environmental contributions acting onto the spectral observables allows an unbiased judgment of the role
played by different effects in determining the overall experimental observables and highlights the importance
of finite-temperature vibrational averaging. Together with their intrinsic interest, our results pave the route
toward more reliable interpretations of EPR parameters of complex systems of biological and technological
relevance.

I. Introduction

Aminoxyls (nitroxides) are characterized by a long-living
spin-unpaired electronic ground state1 and by molecular proper-
ties strongly dependent on the chemical environment embedding
the NO moiety.2 These features led to such a widespread
application of nitroxide derivatives as spin labels,3 spin probes,4

redox probes,5 or contrast agents6 that it is quite difficult to
overemphasize the relevance of this class of compounds in many
fields of modern chemistry.7 Historically, the dependence of

magnetic and UV parameters on the environment has been
interpreted in terms of a selective stabilization of one of the
two resonance structures depicted by Scheme 1.

In particular, the solvent medium strongly affects the nitrogen
hcc (hereafterAN), which increases its value going from low to
high dielectric constant medium, as it was experimentally
reported by Knauer and Napier.8 Unfortunately, no linear
dependence or predictive formula has been found from the
experiments in many different solutions. Several problems arise
when considering protic solvents; whereas in aprotic solvents
the dielectric contribution is the feature that mostly affects the
molecular properties, the solute-solvent hydrogen bonding plays
a key role which cannot be neglected or approximated within a
dielectric-dependent theory. Moreover, the problems connected
with this interpretation are emphasized when the nitroxide
molecule is supposed to be at the interface between physically
or chemically inhomogeneous systems, as they are commonly
employed in experiments.9 This issue has been recently high-
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lighted by Majda and co-workers,10 who investigated aqueous
vapor/liquid interfaces exploiting the redox properties of a
nitroxide probe and obtained a satisfactory interpretation of
experimental results by means of quantum chemical calculations
of water-nitroxide interactions. However, the authors pointed
out that a deeper analysis would have required reliable theoreti-
cal descriptions of the dynamics of nitroxide-probe molecules
in solution, which are, unfortunately, still lacking.

During the last two decades the physics and the chemistry
of aqueous solutions have been challenging theoretical and
computational chemists.11 The increasing technology of modern
computing facilities and the development of effective and
reliable computational methods provided experimental chemists
with invaluable tools for the analysis and validation of experi-
mental data, in particular for those collected with modern
spectroscopic techniques.12 In many cases, the accuracy of
computed spectroscopic data for little-to-medium sized mol-
ecules in the gas phase is comparable to that of their experi-
mental counterparts.13 Nevertheless, experimental spectroscopic
efforts are mostly devoted to condensed-phase systems. There-
fore, providing an integrated and easy-to-use computational
approach for spectroscopic properties in solution became a
natural step toward filling the gap betweenin Vitro andin silico
chemistry.

Many different models have been proposed for taking into
account the solvent medium in quantum chemical calculations.14

In recent years, continuum solvent models have enjoyed
considerable success thanks to their reliability coupled to
computational effectiveness. Here we will be concerned, in
particular, with the polarizable continuum model (PCM),15

whose latest developments resulted in a linear scaling algorithm
fully integrated with several quantum mechanical approaches.16

The model consists of embedding the solute molecule into a
cavity made by enveloping atom-centered spheres whose radii
have been parametrized for reproducing experimental solvation
free energies;17 inside the cavity, the relative dielectric constant
has the same value as that in a vacuum (ε ) 1), and it goes
steeply to the solvent bulk value (ε ) 78.4 for water) outside.
The presence of the solute perturbs the polarizable medium,
which undergoes new equilibration acting back onto the solute
molecular parameters by means of an effective reaction field.
Such phenomenon is described by the PCM in terms of a pattern
of effective charges on the cavity surface.

Despite the very good results on dielectric-dependent mo-
lecular properties, many tests have pointed out the limits of PCM
in reproducing strong solute-solvent interactions related to

intermolecular hydrogen bonding.18 This problem could be
effectively solved by combining a cluster model including the
solute and its closest solvent molecules with the PCM descrip-
tion of solvent bulk.18 Such a discrete-continuum scheme takes
into account the quantum chemical nature of short-range effects,
the hydrogen bonding, and the classical Coulombic long-range
effects by means of the PCM dielectric continuum model.
Unfortunately, the cluster or supramolecular frame needs to be
sampled onto the configuration space of the solute-solvent
system. This means that the geometries of the solute and its
closest solvent molecules must be statistically averaged among
the energetically accessible configurations of the system. Thus,
the efficiency of the sampling methods becomes crucial for the
accuracy of quantum chemical calculations.

As part of an ongoing research project, we recently proposed
an integrated scheme that combines the cluster-PCM approach
and Car-Parrinello19 molecular dynamics for the calculation
of UV and NMR spectroscopic parameters in solution.20 The
focus of the present article is, instead, a stable organic free
radical, di-tert-butyl nitroxide (DTBN), in aqueous solution, thus
extending and tuning the proposed approach to electron
paramagnetic resonance (EPR) observables, namely the hyper-
fine coupling constants (hcc) and theg tensor. Again, the
theoretical machinery for computing EPR molecular parameters
has been well established for isolated molecules,21 but despite
some interesting proposals,22 a definite and unique protocol for
taking “quantitatively” into account the many subtle effects of
the solvent medium is still lacking.

To overcome the limitations of current empirical force field
parametrizations, here we present Car-Parrinello molecular
dynamics (CPMD) simulations of a real-size nitroxide radical
in aqueous solution; for comparison in the gas phase we carried
out a detailed analysis of the internal dynamics of the DTBN
molecule going from gas phase to aqueous solution. In addition
a dynamical picture of the DTBN-water hydrogen bonding
network is provided and compared to the results of standard
interaction-energy calculations based on rigid optimized struc-
tures. A consistent number of frames, extracted from the
trajectories, have been employed for computing DTBN magnetic
properties; the availability of several experimental8,22 and
quantum mechanical (QM)23,24studies for the EPR parameters
of the DTBN-water system allowed us to compare directly the
results issuing from CPMD simulations to their experimental
and static QM counterparts. The proposeda posterioricalcula-
tions of spectroscopic properties, compared to otheron-the-fly
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approaches,25 allowed us to exploit different electronic structure
methods for the molecular dynamic simulations and the calcula-
tion of EPR parameters. In this way, a more accurate treatment
for the more demanding molecular parameters, of both first (hcc)
and second (g tensor) order, could be achieved independently
of structural sampling methods. Besides, the effectiveness of
the level of theory employed in the Car-Parrinello simulations
has been tested. Eventually, decoupling of structural, dielectric,
and hydrogen bonding contributions to the observed solvent shift
of hcc and g tensor values provides a detailed picture of the
physicochemical features to be taken into account when dealing
with complex nitroxide-water systems. The vibrational averag-
ing of spectroscopic parameters by means of Car-Parrinello
MD for solution bulk is currently widely employed. On the other
hand, many different approaches have been proposed for taking
into account the solvent for the calculation of spectral parameters
after the MD sampling, a description of solvent molecules in
terms of partial point charges at the position of atoms being
one of the most employed.26 The exploited charges come usually
from molecular mechanics parametrizations (MM), and they
may vary among different force fields. In a recent work on a
nitroxide model, dimethyl nitroxide (DMNO) in aqueous
solution,27 we tested the consistency of the discrete-continuum
approach by comparing the QM/PCM results to full QM
calculations and also to the QM/MM approach. As a result of
this study, the perturbation of the solvent on the hyperfine
coupling constants could be described by means of QM/PCM,
provided that a couple of water molecules is explicitly included
in the QM calculations; taking into account the first two water
molecules close to the nitroxide at a quantum mechanical level
is necessary and sufficient for the description of the short-range
solvent-solute interactions, while the rest of the solution is
acting on the solute only in terms of electrostatic effects. Thus,
the PCM and the MM approaches, once averaged over the MD
frames, lead to equivalent results. Consequently, the choice
between PCM and MM approaches is essentially a matter of
taste and has a negligible influence on the final computed results.
For consistency with our previous works20,27,28we will use here
the PCM approach for taking into account bulk solvent effects.

In summary, in the present work we present a validation of
the CPMD/QM/PCM approach for predicting the magnetic
properties of the DTBN molecule in aqueous solution. Such
integration of different theoretical techniques into a unified
computational protocol provides a valuable tool for nonspecial-
ists studying complex condensed phase chemical systems.

II. Methods

Car-Parrinello Molecular Dynamics. Within the framework of
density functional theory (DFT),29 the Car-Parrinello (CP) extended-
Lagrangian scheme9 provides a unified and affordable approach for
classical molecular dynamic simulation and first-principle electronic

structure calculations. Nowadays it has become the method of choice
for investigating the dynamics of condensed phases, in solid-state
physics as well as in soft matter chemistry.30 The details of the theory
and the implementation of the Car-Parrinello method are well reviewed
in recent literature.31,32 In the present paper, gas-phase and aqueous-
solution CP molecular dynamic simulations were carried out using the
parallel version32 of the original CP code33 and the PBE density
functional.34 The wave functions (density) were expanded in a plane-
wave basis set up to an energy cutoff of 25 (200) Ry; core states are
projected out using “ultra-soft” pseudopotentials generated according
to the Vanderbilt method.35 Equations of motion were integrated using
a time step of 10 au (0.242 fs) with a fictitious electron massµ )
1000 au. For the system in aqueous solution, the initial configuration
was obtained by replacing six water molecules by a DTBN molecule
from a previously equilibrated liquid water trajectory obtained for a
constant-volume cubic supercell including 64 water molecules at a
density of 1.00 g/cm3.36 The simulation in a vacuum was performed,
instead, starting from the optimized structure of DTBN. The considered
systems have been equilibrated for 1.5 ps, applying a Nose´ thermostat,37

which ensures a canonical (NVT) ensemble. After equilibration, the
systems have been observed for a total time of 4.0 ps, during which
statistical averages were taken. The average temperatures during the
dynamics simulations in vacuo and in solution were 307 and 318 K,
respectively. The present methodology has been recently shown36 to
provide radial distribution functions of liquid water in good agreement
with experimental data38,39 and with previous ab initio molecular
dynamics simulations by Silvestrelli and Parrinello.40,41

Cluster Calculations. Calculations of optimized structural param-
eters were carried out by the GAUSSIAN03 package.42 The DTBN
geometry was fully optimized using the PBE exchange and correlation
functional both in its pure GGA formalism34 and within the hybrid
Hartree-Fock-DFT scheme known as PBE0.43 Moreover, we performed
several tests up to convergence of geometrical parameters exploiting
both valence-double-ú and valence-triple-ú sets, augmented by diffuse
and polarization functions, from the Pople44 and Dunning series.45 The
6-311++G(3df,2pd) basis set was found to achieve a good convergence
while remaining relatively cheap. Employing such a basis set together
with the PBE0 functional we calculated the minimum energy structure
of DTBN and its adducts involving a single and a double H-bond with
water molecules; at the same level of theory we computed, for
comparison, the water molecule and its dimer. All these geometry
optimizations were carried out with and without the PCM description
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of solution bulk. Single-point energy calculations and magnetic
properties were also evaluated for comparison to the MD averaged
results.

Magnetic Properties. All the calculations of magnetic properties
were carried out by the GAUSSIAN03 package.42

Thehcc’s are proportional to the electron spin densityFS at or near
the position of any magnetic nucleus. In the present work we will only
consider the isotropic Fermi contact term at the nitrogen nucleus, which
is given by:

whereµn andgn are respectively the magneton and theg factor of the
nucleus,µe is the Bohr magneton andge is theg value for the electron;
finally FS(rN) is the electron spin density at the nitrogen nuclear position.
DFT computations were performed at the PBE0 level of theory by using
the purposely tailored EPR-II basis sets.46,47 Quadratic configuration
interaction single and double (QCISD) calculations were also performed
with the basis set purposely tailored by Chipman for evaluation of EPR
parameters.48 Thus, we combined the DFT description of the nitroxide
system with a more accurate and correlation-consistent method for
computing the magnetic properties; from the total system a model region
is extracted, where the QCISD calculation was carried out and the
resulting data were combined as follows:AN ) AN

DFT(total system)+
AN

QCISD(model system)- AN
DFT(model system). Such an approach has

already been proven to be particularly efficient in the calculation of
nitroxide hyperfine coupling constants.2

For what concerns theg tensor, we will refer to shifts with respect
to the free-electron value (ge ) 2.002319) which can be dissected into
three main contributions:49,50

∆gRMC and∆gCC are first-order contributions, which take into account
relativistic mass (RMC) and gauge (GC) corrections, respectively. The
first term can be expressed as:

whereR is the fine structure constants, S the total spin of the ground
state,Pµ,ν

R-â is the spin density matrix,{æ} the basis set andT̂ is the
kinetic energy operator.

The second term is given by:

whererbA is the position vector of the electron relative to the nucleus
A, rbA the position vector relative to the gauge origin andê(rA), depending
on the effective charge of the nuclei, will be defined below. These two
terms are usually small and have opposite signs so that their contribu-
tions tend to cancel out.

The last term in eq 2,∆gOZ/SOC, is a second-order contribution arising
from the coupling of the orbital Zeeman (OZ) and the spin-orbit
coupling (SOC) operators. The OZ contribution is:

It shows a gauge origin dependence, arising from the angular

momentum of theith electron,lB(i). In our calculations a gauge including
atomic orbital (GIAO) approach is used to solve this dependence.51,52

Finally the SOC term is a true two-electron operator, but here it
will be approximated by a one-electron operator involving adjusted
effective nuclear charges. This approximation has been proven to work
fairly well in the case of light atoms, providing results close to those
obtained using more refined expressions for the SOC operator.53 The
one-electron approximate SOC operator reads:

wherelBA(i) is the angular momentum operator of theith electron relative
to the nucleusA andsbA(i) its spin-operator. The functionê(ri,A) is defined
as:54

whereZeff
A is the effective nuclear charge of atom A at positionRBA.

Spin-unrestricted calculations were performed providing the KS zero-
order molecular orbitals. The magnetic field dependence has been taken
into account using the coupled-perturbed KS formalism similarly as
described by Neese,51 but including the GIAO approach.52,55 Solution
of the coupled perturbed KS equation (CP-KS) leads to the determi-
nation of the OZ/SOC contribution.

As for hyperfine coupling constants, calculations ofg tensor were
carried out at the PBE0 level of theory employing the EPR-II basis
set; such approach has been proven to be very efficient for DFT-GIAO
calculations of magnetic properties.55 Bulk solvent effects have been
taken into account by the PCM, using the UAHF parametrization of
atomic-group sphere radii.56

Both in the gas phase and in aqueous solution the radical motion is
fast enough to lead to complete rotational averaging, so that the quantity
directly related to experiment is actually∆giso ) 1/3Tr(g - ge) and we
will consider in the following only this value.

III. Results

Car-Parrinello Molecular Dynamics. Structure, labeling,
and orientation of di-tert-butyl nitroxide (DTBN) are shown in
Figure 1a together with the periodic super-cell employed for
the aqueous solution molecular dynamics, Figure 1b. Average
geometrical parameters of the DTBN molecule from the Car-
Parrinello MD simulations in gas phase and in aqueous solution
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Figure 1. (a) Structure and labeling of di-tert-butyl nitroxide (DTBN) and
orientation. (b) Super-cell unit consisting of one DTBN and 58 water
molecules for aqueous solution dynamics.

ĤSOC ) ∑
A,i

ê(ri,A) lBA(i)sb(i) (6)

ê(ri,A) ) R2

2

Zeff
A

| rbi - RBA|3
(7)

Tuning the Properties of a Prototypical Spin Probe A R T I C L E S

J. AM. CHEM. SOC. 9 VOL. 128, NO. 13, 2006 4341



are listed in Table 1. Only very small variations of the average
structure occurred when going from gas phase to aqueous
solution involving essentially lengthening of the NO bond and
increasing of the CNOC improper dihedral. A picture of the
gas-phase and aqueous-solution DTBN dynamics is provided
by the distribution functions along the trajectories of the N-O
bond length (Figure 2a) and CNOC improper dihedral (Figure
2b). Concerning the NO bond, both plots present a similar trend,
although the peak is sharper in gas phase than in solution, in
close agreement with the above-mentioned lengthening of the
average value. On the other hand, the distribution of the CNOC
improper dihedral angle (related to the out-of-plane motion of

the nitroxide backbone) in the gas phase shows two equivalent
peaks symmetric with respect to a planar configuration, whereas
in aqueous solution there is only one well-defined maximum
corresponding to a planar arrangement of the CNOC moiety.
In agreement with former theoretical predictions about DTBN
in the gas phase,23,24 the two symmetric maxima of the gas-
phase CNOC dihedral distribution are indicative of two equiva-
lent nonplanar minima and of a smooth potential energy surface
governing the out-of-plane motion of the NO moiety. Therefore,
the non-negligible probability of finding the DTBN molecule
close to a planar configuration in the gas phase should be taken
into account. Such an issue is even more crucial in the case of
the aqueous solution dynamics. The water medium enhances

Table 1. Average Geometrical Parameters of DTBN from CPMD
Simulations: Bond Distances (Å), Angles and Dihedrals (deg),
Standard Deviations in Parentheses

gas phase aqueous solution

NO 1.30 (0.02) 1.31 (0.02)
NCX

a 1.53 (0.04) 1.54 (0.06)
CXCXY

ab 1.55 (0.04) 1.55 (0.04)
C1NC2 128 (3) 127 (4)
ONCX

a 114 (4) 115 (4)
abs(C1NOC2) 166 (8) 170 (8)

a X ) 1, 2. b Y ) A, B, C.

Figure 2. Distributions of NO bond length (a) and C1NOC2 dihedral angle from CPMD trajectories (b).

Table 2. Main Characteristics of DTBN-H2O Hydrogen Bonds
from CPMD Simulations: Bond Lengths (Å), Angles (deg),
Standard Deviations in Parentheses

average number of H-bonds 1.2 (0.5)
% 0 H-bond 7%
% 1 H-bond 63%
% 2 H-bond 30%
ODTBN‚‚‚Owater 2.9 (0.2)
ODTBN‚‚‚Hwater 1.9 (0.3)
ODTBN‚‚‚OwatersHwater 15 (7)
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the flexibility of the CNOC dihedral angle, and the large peak
centered at 0° is the result of the ease with which the NO moiety
undergoes inversion.

The structure of the solvation sphere of the DTBN molecule
in aqueous solution was analyzed in terms of the following
simple standard criteria for hydrogen bonds:26,57

Table 2 lists the results of this analysis. The average number
of DTBN-water H-bonds is 1.2, and the average H-bonding
structural parameters are in close agreement with the maximum
peaks of the radial distribution functions (RDF) shown in Figure
3.

The average number of H-bonds is significantly below the
value of two suggested by experimental results for some spin
probes and actually found in the simple DMNO model.26 As a
matter of fact, the presence of two bulkytert-butyl groups
embedding the nitroxide moiety plays a key role in determining
the space available to the solvent molecules accessing the DTBN
oxygen atom. This is well evidenced by the average CNC angle,
which is around 115° in DMNO (as well as in the most widely
used spin probes) and around 128° in DTBN; thus, in the latter
case the methyl groups are pushed up, crowding the available
space around the oxygen atom. Nevertheless, also in DTBN
aqueous solution there is a significant number of structures
(30%) characterized by two genuine solute-solvent hydrogen
bonds, thus indicating that a proper dynamical average is needed
to compute reliable spectroscopic parameters in solution.

Cluster Calculations. Because of the lack of any experi-
mental structure of the DTBN molecule, we must trust first-
principle geometry optimizations. In this case we employed the
PBE0 functional which also provides very good geometrical
results for a wide range of organic free-radical species.11 To
minimize the differences between plane waves and Gaussian
type orbital (GTO) approaches, we tested a number of basis
sets with respect to the most important geometrical parameters

of the DTBN radical. Table 3 lists the results obtained with
different and very large basis sets and shows that the 6-311++G-
(3df,2pd) basis set represents a very good compromise between
reliability and computational burden. As a consequence, all the
geometry optimizations have been carried out with this basis
set. To quantify the effect of the exchange contribution on the
geometry we carried out a geometry optimization of the DTBN
isolated molecule at the PBE and PBE0 levels of theory,
obtaining the results listed in Table 4. As a matter of fact, the
conventional GGA functional (PBE) overestimates the NO bond
length; this behavior is quite general for GGA models and can
be partially corrected by the inclusion of an amount of nonlocal
Hartree-Fock (HF) exchange.2,20 The CNC valence angle and
the out-of-plane distortion of the NO moiety are much less
sensitive to the form of the density functional. Dynamical effects
on the geometry of DTBN are evidenced by comparison between
the average structure along the gas-phase CPMD trajectory and
the PBE energy minimum. Since the employed GTO basis set
is at convergence with respect to the geometrical parameters,
we think it is reasonable to compare these two data sets. As a
matter of fact the minimum and the average dynamical structures
are in pretty good agreement, and the very small differences
(within the standard deviations) are in the range of reasonable
vibrational contributions.

Furthermore, we performed a calculation of the geometrical
structure of the DTBN-(H2O)n (n ) 0, 1, 2) with and without
the PCM for modeling the solvent bulk. Table 5 lists the results
on structural and magnetic properties. Interestingly, there is a
very small shift of geometrical parameters going from gas phase
to solution minima; the trend of the NO bond displacements
going from DTBN to DTBN-(H2O) and to DTBN-(H2O)2 is
the same in the gas phase and in PCM embedded structures.
Eventually, to have a flavor of the energies involved in

(57) Ferrario, M.; Haughney, M.; McDonald, I. R.; Klein, M. L.J. Chem. Phys.
1990, 93, 5156.

Figure 3. Radial distribution functions ODTBN-Owater (full line) ODTBN-
Hwater (dashed line).

dist(ODMNO‚‚‚OWATER) e 3.5 Å

dist(ODMNO‚‚‚HWATER) e 2.6 Å (8)

angle(ODMNO‚‚‚OWATER-HWATER) e 30°

Table 3. Test of Basis Set Convergence, for Geometry
Optimization, at the PBE0 Level of Theory: Bond Lengths (Å),
Angles and Dihedrals (deg)

basis functions DTBN geometrical parameters

N−O C−N−C C−N−O‚‚‚C

6-31G(d) 186 1.276 127.6 160.9
6-31+G(d,p) 280 1.277 127.5 161.4
6-311G(d) 234 1.270 127.3 161.0
6-311+G(d,p) 328 1.272 127.3 161.6
6-311++G(2d,2p) 450 1.271 127.3 161.7
6-311++G(3df,2pd) 660 1.268 127.3 161.8
cc-pVDZ 230 1.271 127.5 161.0
cc-pVTZ 552 1.270 127.4 162.0
aug-cc-pVTZ 874 1.269 127.3 162.1
cc-pVQZ 1090 1.268 127.3 162.0

Table 4. Geometric (Bond Lengths in Å and Angles in Degrees)
and Magnetic (AN in Gauss and ∆giso in ppm) Properties of DTBN
Computed at the PBE and PBE0 Levels

PBE PBE0

Geometrica

N-O 1.284 1.268
C-N-C 127.0 127.3
C-N-O‚‚‚C 160.8 161.8

Magnetic
AN

b 13.04 12.28
∆giso

b 3823 3736

a 6-311++G(3df,2pd) basis set.b Single-point PBE0/EPR-II property
evaluation.
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nitroxide-water interaction we carried out single-point calcula-
tions on the structures optimized in the gas phase for the above-
mentioned adducts and for the water dimer again at the PBE0/
6-311+G(3df,2pd) level (see Table 6). In the gas phase both
the first and second nitroxide-water H-bonds provide an
energetic balance (-5.7 and-6.6 kcal/mol, respectively) more
favorable than that of solvent-solvent interaction (-4.5 kcal/
mol for the H2O dimer). The situation changes taking the solvent
bulk into account, since now the energy corresponding to the
water dimer,-2.1 kcal/mol, is larger than those of both DTBN-
water clusters,-1.4 and-0.5 kcal/mol, respectively. Further-
more, the contribution of the second H-bond is now energetically
unfavorable, 0.9 kcal/mol and the whole trend is confirmed also
taking into account the solvent in the geometry optimizations.
Remarkably, all these results are consistent with the H-bonding
analysis of the aqueous solution trajectories where for the most
part of the time there is just one DTBN-water H-bond.

Magnetic Properties.To achieve a consistent level of theory
for the prediction of hyperfine coupling constants we performed
a series of calculations with several basis sets; Table 7 lists the
computedAN on a single DTBN structure extracted from the
gas-phase CPMD simulation. As is well-known, none of the
density functionals proposed until now allows a quantitative
evaluation ofAN’s.2 Thus, we followed the aforementioned
QCISD-DFT approach, sketched in Figure 4 and already tested
and validated for a large series of nitroxide radicals.2 In
particular, the PBE0 hybrid functional and the EPR-II basis set
were used for most of the calculations, and the QCISD
correction was only computed for the DTBN gas-phase equi-
librium value. In other words, in the present work the dynamical
effect on thehccwas computed at the PBE0 level of theory by
averaging the values obtained along the CPMD trajectories. To
this end we extracted equal time-spaced structures of DTBN

(for the gas phase) and DTBN-(H2O)2 (for the aqueous
solution) along the CPMD trajectories, and we repeated on each
of these frames a calculation of the EPR spectral observables.
Since, as mentioned in the preceding section, the number of
water-nitroxide hydrogen bonds in individual CPMD frames
ranges from zero to two, we extracted from the aqueous solution
trajectory clusters containing the solute plus the two water
molecules closest to the nitroxide oxygen, the rest of the solvent
being well described by the PCM. This should be considered a
general procedure derived from the H-bond analysis that has
been validated in previous studies about other molecules
involving oxygen atoms.20,27 Figure 5 shows theAN values in
gas phase (a) and in aqueous solution (b) as well as the∆giso

values (c,d) computed along the trajectories together with the
average value; it is quite apparent that 200 frames are largely
sufficient to obtain well-converged average results. Table 8 lists
the data obtained from the Car-Parrinello dynamics. Structural
modifications induced by the solvent (collectively referred to

Table 5. Structural and Magnetic Parameters Computed for DTBN and Its Water Adducts in Vacuum and with a PCM Representation of
Solvent Bulk; Bond Lengths in Å, Valence and Dihedral Angles in Degrees, Energies in kcal/mol, AN in Gauss and ∆giso in ppm

in a vacuum geometry optimization. geometry optimization with PCM

DTBN DTBN(H2O) DTBN(H2O)2 DTBN DTBN(H2O) DTBN(H2O)2

Geometrica

N-O 1.268 1.269 1.271 1.270 1.271 1.273
C-N-C 127.3 127.4 127.8 127.1 127.3 128.0
C-N-O‚‚‚C 161.8 163.1 164.5 163.3 163.6 165.2
O‚‚‚Owater - 2.821 2.889 - 2.806 2.867
O‚‚‚Hwater - 1.856 1.947 - 1.835 1.922
O‚‚‚O-Hwater - 7.9 10.5 - 0.5 10.4

AN
b

no PCM 12.28 12.74 13.51 - - -
PCM 13.06 13.31 14.06 12.77 13.22 13.91

∆giso
b

no PCM 3736 3502 3304 - - -
PCM 3591 3397 3222 3574 3396 3211

a PBE0/6-311++G(3df,2pd) level of theory.b PBE0/EPR-II level of theory, PCM radii) UAHF.

Table 6. Relative Interaction Energies (kcal/mol) of DTBN-H2O,
DTBN-(H2O)2, and H2O-H2O; Single Points at the PBE0/
6-311++G(3df,2pd) Level of Theory on Optimized Geometries

structure/
single point

gas phase/
gas phase

gas phase/
PCM

PCM/
PCM

H2O-H2O -4.5 -2.1 -2.5
DTBN-H2O -5.7 -1.4 -1.2
DTBN-(H2O)2a -12.3 (-6.6) -0.5 (0.9) -0.9 (0.3)

a The energetic contribution of the second DTBN-H2O H-bond is given
in parentheses.

Table 7. Test of Basis Set Convergence, for Hyperfine Coupling
Constant Calculations, at the PBE0 Level of Theory; AN Values in
Gauss; Values Computed on a DTBN Geometry Randomly
Extracted from the Gas-Phase Car-Parrinello Dynamics

basis functions AN

6-31G(d) 186 15.73
6-31+G(d,p) 280 15.57
6-311G(d) 234 12.55
6-311+G(d,p) 328 12.68
EPR-II 296 14.32
EPR-III 598 14.33
cc-pVDZ 230 16.73
cc-pVTZ 552 11.31
aug-cc-pVTZ 874 11.02

Figure 4. Scheme of the combined QCISD-DFT approach for the
calculation ofAN.
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as indirect solvent effect) do not affect very much thehccand
g tensor values, the spectral parameters computed on the isolated
solute as extracted from the aqueous solution dynamics differing
by 0.5 G and 33 ppm from the average values obtained from
the gas phase. On the other hand, direct solvent shifts (related
to solute polarization at constant geometry) are significant;
interestingly, the water environment enforces the hyperfine
splitting in an opposite direction than the structural effect,

whereas it decreases the value of theg tensor shift following
the same trend of the indirect solvent effect. To the best of our
knowledge there is no value for theg tensor of DTBN in gas
phase, whereas estimates ofAN in a Vacuumhave been obtained
by extrapolation from experimental data in different solvents.8

The CPMD average results are pretty far from reproducing
absolute experimental data, but theAN solvent shift is in very
good agreement with its experimental counterpart. This failure
in the reproduction of absolute data from CPMD simulation is
related to the level of theory employed for the molecular
dynamic simulations; as a matter of fact, the use of plane-wave
basis sets for the CPMD simulation prevents the calculation of
nonlocal HF exchange with an affordable computational cost.
Conventional GGA functionals, employed in CPMD, provide
equilibrium structures that are less accurate than those obtained
from hybrid HF/KS models, and this limitation affects also the
MD trajectories and consequently the MD averaged spectro-
scopic values.58 The effect of the exchange functional on the
accuracy of the computed spectroscopic data can be highlighted
by looking at the differences between PBE and its hybrid
counterpart, PBE0, in calculating the structural and magnetic
properties of the isolated DTBN molecule; the results are listed
in Table 4. As a matter of fact, compared to the more reliable

(58) Pavone, M.; Barone, V.; Ciofini, I.; Adamo, C.J. Chem. Phys.2004, 120,
9167.

Figure 5. Convergence ofAN (in Gauss) and∆giso (in ppm) computed along the CPMD trajectories: (a)AN in gas phase; (b)AN in aqueous solution; (c)
∆giso in gas phase; (d)∆giso in aqueous solution.

Table 8. Average Values of AN (in Gauss) and ∆giso (in ppm)
Computed at the PBE0/EPR-II Level of Theory Using Structures
Issuing from CPMD Simulations; Standard Deviations Are Given in
Parentheses

AN ∆giso

Gas Phase
DTBN 13.1 (0.2) 3946 (17)
expa,b 15.5

Aqueous Solution
DTBN 12.6 (0.2) 3913 (27)
DTBN-(H2O)2 14.7 (0.2) 3471 (18)
expa,d 17.17 3241

Solvent Shifts
CPMD 1.6 -475
expa 1.7 -

a Reference 19.b Derived by a linear unweighted least-squares fitting
of the DTBN AN in 31 different solvents related to the solvent dielectric
constants.c DTBN-(H2O)2 clusters extracted from the MD plus the PCM
for solvent bulk.d Reference 22.
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PBE0, the PBE structure provides a difference of 0.76 G and
87 ppm in the case ofAN and∆giso values, respectively.

A further analysis can be carried out from the computed EPR
values on equilibrium DTBN and DTBN-water cluster geom-
etries, as listed in Table 5. The alternative inclusion of the PCM
for the solution bulk and of just two explicit water molecules
gives us the chance to decouple the effects of the solvent
dielectric properties to those arising from the solute-solvent
hydrogen bonding. ConcerningAN, specific interactions (e.g.,
H-bond) shift the computed value by 0.56 G for the first H-bond
and by 1.23 for the second one, whereas the effect of the
dielectric contribution goes from 0.78 G when one does not
consider any explicit solvent molecule to a value of roughly
0.55 for both the single and double H-bond adducts. Interest-
ingly, considering also the relaxation of the cluster induced by
the solvent, theAN shift from gas phase to aqueous solution (in
particular the DTBN(H2O)2/PCM value) of 1.63 G is close to
that obtained from the CPMD average values (1.6 G). There
should certainly be an error compensation that leads to results
comparable to those obtained by considering the internal finite
temperature and solvent motions. As a matter of fact, the∆giso

values computed on cluster structures optimized in gas phase
and in solution lead to a solvent shift quite different from that
issuing from CPMD trajectories (-525 and-475 ppm, respec-
tively). On the other hand, the dielectric (PCM) effect on both
AN andg tensor decreases when explicit solvent molecules are
included, thus showing the need of taking both short- and long-
range solvent effects into proper account.

Thus, following our previous work on the acetone molecule,20

we tried to rationalize the computed spectroscopic observations
by decoupling the different effects tuning the DTBN molecular
properties. We took as the gas-phase reference structure of
DTBN the PBE0/6-311++G(3df,2pd) energy minimum; using
this geometry we extracted the model where the QCISD/
Chipman calculation was carried out, i.e., dimethyl nitroxide
kept frozen at the structure of DTBN. The intramolecular
dynamics of DTBN has certainly a non-negligible effect on the
computed spectroscopic value, which is quantified by the
difference between the spectral parameters of the PBE gas-phase
minimum and those averaged over the PBE CPMD gas-phase
trajectory. The solvent effect was eventually taken into account
by comparing the results obtained from the gas-phase and the
aqueous-solution dynamics. With this straightforward combina-
tion of the computed data, we obtained the nitrogen hyperfine
coupling constant andg tensor in quantitative agreement with
their experimental counterparts. As summarized by Table 9, the
computedAN of 17.2 G is directly comparable to the experi-
mental value of 17.17 G; the computedg tensor shift, 3384
ppm, is in close agreement with the experimental one (3241
ppm) with a relative error lower than 5%, which is well within
the expected error bar of the DFT/GIAO approach.51,55

IV. Conclusions

Nitroxide-labeled molecules are widely employed as effective
probes for investigating the properties of complex systems; often
the NO moiety experiences the interface among chemically and/
or physically inhomogeneous environments, so that the resulting
experimental data are not amenable to unambiguous interpreta-
tions. In such circumstances, computational investigations can
be of invaluable help provided that all the factors determining
the overall spectroscopic observable (e.g. spin polarization,
vibrational averaging, solute-solvent interactions) are properly
taken into account. As a first step in this direction we have
chosen to investigate in aqueous solution a prototypical nitroxide
radical (DTBN) for which reliable experimental data are
available. Our results can be conveniently summarized in terms
of the following three main aspects:

(1) Dynamics of the DTBN molecule: both in gas phase and
in solution the nitroxide radical is characterized by a remarkable
flexibility, whose effect cannot be taken into account by standard
models based on “frozen” minimum-energy structures. The
probability of finding DTBN in a planar configuration is quite
large in solution, even if there is not a well-defined planar energy
minimum in the potential energy surface. Furthermore, in gas
phase, the most probable configuration of DTBN is significantly
pyramidal, in agreement with our and previous static computa-
tions;23 however, a non-negligible probability exists for an
effective planar configuration resulting from the rapid inversion
of the NO moiety. Vibrational averaging effects due to this large
amplitude internal motion have been taken into account by
computing EPR data along the CPMD trajectories.

(2) Hydrogen-bonding network around the nitroxide moiety:
there is continuing effort aimed at determining the structure of
the first solvent shell around nitroxide radicals in hydrogen-
bonding solvents. The analysis we have reported relies on both
static and dynamic perspectives. Quite surprisingly, most frames
of the CPMD trajectory in aqueous solution are characterized
by a single DTBN-water H-bond, with a comparatively small
contribution of structures with zero or two H-bonds. This finding
is at variance with previous computational and experimental
works, whose results have been systematically interpreted in
terms of a dominant role played by DTBN-(H2O)2 adducts.
To understand such an unexpected trend, we moved back to
standard geometry optimizations of suitable clusters. Interest-
ingly, formation of both one and two DTBN-H2O hydrogen
bonds is favored with respect to H2O-H2O for gas-phase
clusters, whereas inclusion of bulk solvent effects modifies the
energy trend, making quite unfavorable the formation of the
second DTBN-H2O H-bond. This feature of the DTBN-water
interaction is strongly system dependent; the high flexibility of
the NO moiety and the steric repulsion of the twotert-butyl
groups, evidenced by the large CNC angle value, actually
decrease the portion of space around the NO moiety energeti-
cally accessible to water molecules. Again, a reliable description
of solvent dynamics plays a crucial role in the accurate
prediction of spectral observables.

(3) Short-range and dielectric effects of the solvent ontoAN

and∆giso: the failure in describing the solvent dependence of
nitrogen hyperfine coupling constant by a dielectric-based theory
is due to the presence of strong specific solute-solvent
interactions in the case of protic solvents. This means that a
correct description of EPR solvent shifts should include both

Table 9. EPR Parameters of DTBN in Aqueous Solution; AN (in
Gauss) and ∆giso (in ppm)

QCISD/DFT + ∆(dynamics) + ∆(solvent) TOTAL EXPb,c

AN 15.5 0.1 1.6 17.2 17.17

GIAO-DFT + ∆(dynamics) + ∆(solvent) TOTAL

∆giso 3736 123 -475 3348 3241

a Solvent shifts, see Table 5.b Reference 19.c Reference 22.
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short- and long-range effects, namely hydrogen bonding and
electrostatic response. In the case of the DTBN-water system
the discrete-continuum approach provides the chance of decou-
pling the different contributions and of quantifying their effect
on each of the molecular parameters under investigation; the
hydrogen bonding and the dielectric contributions, taken
independently, have a roughly comparable effect for bothAN

and∆giso values so that only their combined treatment leads to
reliable results. The strength of the dielectric contribution
decreases going from DTBN to DTBN-H2O adducts. While
theAN value is reinforced,∆giso decreases going from gas phase
to solution. After proper averaging over CPMD trajectories, the
proposed discrete-continuum method provided solvent shifts in
remarkable agreement with their experimental counterparts.

Of course, all these features of the nitroxide-water system
are deeply interconnected, and the interplay of different
structural, dynamical, and environmental effects calls for an
effective computational approach, developed in an experiment-
consistent fashion. As a matter of fact, the proposed “protocol”
couples an effective treatment of electronic variables by state-
of-the-art quantum chemistry calculations and the sampling of
nuclear configurational space by first-principle atomistic simula-
tions, thus providing not only a qualitative understanding of

the underlying physicochemical processes but also a remarkable
quantitative agreement of computed spectroscopic data with
those obtained from experiments. The resulting integrated
computational tool, consisting of sophisticated many-body
methods, reliable HF-GGA hybrid density functionals, mixed
discrete-continuum solvent models, and averaging from mo-
lecular dynamics simulations is becoming a valuablein silico
complement to experimental results. Thanks to the implementa-
tion of all these items in user-friendly computer codes, this kind
of analysis is or shortly will be feasible also by nonspecialists,
and applied for much larger systems of biological and/or
technological interest.
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